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Abstract. We have measured differential cross-sections for pp elastic scattering with internal fiber targets
in the recirculating beam of the proton synchrotron COSY. Measurements were made continuously during
acceleration for projectile kinetic energies between 0.23 and 2.59 GeV in the angular range 30◦ ≤ θc.m. ≤
90◦. Details of the apparatus and the data analysis are given and the resulting excitation functions and
angular distributions presented. The precision of each data point is typically better than 4%, and a relative
normalization uncertainty of only 2.5% within an excitation function has been reached. The impact on
phase shift analysis as well as upper bounds on possible resonant contributions in lower partial waves are
discussed.

PACS. 25.40.Cm Elastic proton scattering – 13.75.Cs Nucleon-nucleon interactions (including antinucle-
ons, deuterons, etc.) – 13.85.Dz Elastic scattering – 21.30.-x Nuclear forces

1 Introduction

Elastic nucleon-nucleon scattering is a process fundamen-
tal to understanding nuclear forces. Its precise experimen-
tal knowledge bears on such basic questions as the con-
finement of quarks, the limits to the validity of meson
exchange models in the nuclear regime and a basis upon
which to test QCD inspired models at intermediate ener-
gies. Its knowledge also forms the basis of a broad range of
applications in nuclear and heavy-ion physics, e.g. as in-
gredients to models of reaction dynamics, excited nuclear
matter and transport phenomena. Consequently, many ex-
perimental and theoretical studies (see [1] and references
therein) have been devoted to this subject. The data base
has about doubled over the past decade [2–5], and global
phase shifts —a convenient tool of parameterizing exist-
ing experimental knowledge— are on a sound basis up to
about 1 GeV in kinetic beam energy [6–8].
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Closer inspection shows, however, that the vast ma-
jority of the data is below 0.8 GeV of kinetic beam en-
ergy. Above that beam energy, the data base used to be
increasingly sparse and somewhat uncertain in normal-
ization, hampering both reliable phase shift analysis and
conclusions towards the physics of strong interaction.

The EDDA experiment was designed to provide pp
elastic scattering data up to 2.5 GeV —precise and con-
sistent in normalization— for all of the above purposes.
In particular, it was meant to supply data for phase
shift analysis up to that projectile energy, and to test
claims [9] and predictions, e.g. [10–13], of dibaryonic res-
onances. To this end, EDDA measured spin-averaged dif-
ferential cross-sections [14] as well as transverse analyzing
powers [15] and spin correlation coefficients [16], utiliz-
ing the proton beams available at the cooler synchrotron
COSY [17] at FZ Jülich.

An account of the results has already been given
in [14], based on roughly 40% of the data available now.
The purpose of this paper is to describe experimental
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details and to present a more elaborate analysis. In partic-
ular, corrections for radiation damage of the target were
not included in the analysis of ref. [14] which lead to cross-
sections systematically smaller by ≈ 3% for momenta
above about 2GeV/c. In addition, a refined separation
of proton-carbon scattering events was accomplished by
pattern recognition techniques, resulting in reduced statis-
tical errors. In total the statistical precision was improved
by up to a factor of 3.

The experimental setup is described in sect. 2, while
sect. 3 focuses on a detailed description of the data analy-
sis including event selection, vertex and angle reconstruc-
tion, background subtraction and normalization. Section 4
presents angular distributions and excitation functions,
sect. 5 discusses their impact on phase shift analysis and
hypothetical dibaryonic resonances.

2 The EDDA experiment

EDDA was conceived as an experiment using the internal
beam of the cooler synchrotron COSY [17], so as to
measure continuous excitation functions during beam
acceleration. It is placed at a beam waist in one of the
straight sections of COSY’s race-track shaped lattice.
With the protons recirculating with about 1.0–1.5 MHz,
inherently thin, polarized atomic beam targets for the
measurement of spin observables can be utilized with
sufficient luminosity. However, for cross-section measure-
ments as reported here, thin-CH2-fiber targets have been
used, as they allow for a continuous monitoring of the
instantaneous luminosity.

2.1 Targets and detector

CH2 fibers were strung horizontally between the prongs
of a fork, which could be moved vertically by a magnet-
driven linear actuator to put the fiber into (and out of)
the COSY beam. The thickness of the fibers was chosen as
a compromise between long beam lifetimes and sufficient
sturdiness when exposed to the beam. A cross-section of
4 × 5 µm2 CH2 proved to be a good choice, allowing a
few 108 protons recirculating in the COSY ring at about
1.5 MHz without target failure. Target fibers were pre-
pared using a microtome to cut 4 µm fibers from a com-
mercially available polypropylene (CH2) foil of 5 µm thick-
ness. To prevent build-up of charges due to ionization by
the COSY-beam, the surface was made conducting by a
thin (20 µg/cm2) aluminum coating, such that the tar-
get was grounded through the supporting fork made from
aluminum.

The background resulting from the carbon content
(and the Al coating) needs to be subtracted offline. It was
measured using 5 µm thick carbon fibers suitably coated
with Al. CH2 targets slowly lose hydrogen content upon
beam exposure. Therefore, a reservoir of targets was kept
inside the COSY vacuum to ensure essentially uninter-
rupted operation of EDDA during data taking. At first
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Fig. 1. The EDDA detector (not to scale): target: fiber (CH2

or C); B: scintillator bars; R: scintillator semi-rings; F: semi-
rings made of scintillating fibers.

order, the relative normalization of the excitation func-
tions is not affected by the slow hydrogen loss, since the
time period of about 2 s for measuring a complete ex-
citation function during beam acceleration is small with
respect to the hydrogen loss rate.

The detector as used for cross-section measurements is
shown schematically in fig. 1: A scintillator hodoscope sur-
rounds the beam pipe downstream the target covering the
angular range 10◦ ≤ θlab ≤ 72◦ and subtending about 85%
of 4π in the c.m. for proton-proton elastic scattering. It
consists of scintillator bars and rings designed to measure
the points, at which the scattered proton and its recoil
partner traverse the hodoscope in terms of azimuthal and
polar angle (ϕ1,2 and θlab,1,2, respectively). The kinematic
relationships between these angles (see sect. 3.6) are used
to identify elastic scattering events.

The inner hodoscope layer consists of 32 scintillator
bars made of BC408 and read out on both ends via lu-
cite light guides with Hamamatsu R1355 photomultipli-
ers (PM) [18]. The scintillator bars have a triangular
cross-section (fig. 2 (a)). Their overlap ensures that each
charged particle originating at the target deposits energy
in two adjacent bars when traversing the layer. The frac-
tional light output from adjacent scintillator bars is used
in the offline analysis (see sect. 3.5) to give the azimuthal
angle to a precision about five times better than would be
possible on the basis of granularity alone [19].

The outer layer is composed of scintillator rings for
angles θlab ≤ 52◦, split into left and right semi-rings to
allow radial readout of the scintillation light in direction
±y. After total reflection by 90◦ to the top or bottom
of the detector, the light is collected via light-guides by
Hamamatsu R1450 photomultipliers. The width of the
rings varies along the beam (cf. fig. 2 (b)) such that each
proton trajectory crosses 2, in some cases 3 rings. Each
ring covers an interval ∆θc.m. ≈ 5◦ in the center-of-mass
frame for elastic pp scattering. Again the ratio of light
outputs from adjacent rings is used to improve the reso-
lution in (polar) angle over granularity. The method be-
comes less and less effective with increasing polar angle.
Therefore, the scintillator rings were replaced by a dou-
ble layer of (2 × 2 mm2 quadratic) scintillating fibers for
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Fig. 2. Cross-sectional view of adjacent scintillator bars (a)
and semi-rings (b), crossed by two proton trajectories which
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Fig. 3. Schematic setup of luminosity monitors.

angles θlab ≥ 52◦ as shown in the inset of fig. 2 (b) [20].
The latter cover about 10 cm of the inner layer close to
the target, and they give —by their granularity— about
the same angular resolution as is obtained from the rings
using fractional light output analysis.

2.2 Luminosity monitors

Two independent, concurrent methods were applied to
monitor luminosity as sketched in fig. 3. Both monitors
detect electrons emerging from the fiber target due to
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Fig. 4. Timing during an experimental cycle. Shown is the
projectile momentum p (top), signal of the SEM luminosity
monitor (middle) and trigger rate (bottom) as a function of
cycle time.

the beam-target interaction. The secondary electron mon-
itor (SEM) consists of a fast amperemeter [21] measuring
continuously the current of electrons from ground to tar-
get, replacing low-energy secondary electrons emanating
from the target surface. High-energy δ-electrons from elas-
tic proton-electron scattering were detected in two PIN-
diodes located at θlab ≈ 40◦ behind thin (250µg/cm2)
aluminum windows in small pockets of the beam pipe.
Both rates scale differently with projectile momentum
and must be corrected for this dependence when monitor-
ing the luminosity consistently over the whole momentum
range, see sect. 3.9.

2.3 Cyclic operation

Data are collected during synchrotron acceleration such
that a complete excitation function is measured in each
acceleration cycle. A typical cycle is shown in fig. 4. After
injection of some 107 protons with p = 275MeV/c, ac-
celeration starts with a momentum ramp of 1.15GeV/c
per second. At p ≈ 0.7 GeV/c, the target is moved verti-
cally into the beam. The target remains in the beam until
the maximum beam momentum of p ≈ 3.3–3.4GeV/c is
reached (flattop). Since the horizontal beam position is
not constant during acceleration the beam was steered
across the fiber in the flattop (cf. fig. 6), such that any ef-
fect relating to the position along the fiber target could be
studied offline. During deceleration the beam is lost and
the synchrotron prepared for the next cycle. The SEM sig-
nal indicates that the luminosity roughly remains constant
during beam acceleration since beam losses are compen-
sated by the increased beam-current when the revolution-
frequency raises from 0.5 to 1.5MHz . It should be noted
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that the beam emittance growth due to small-angle scat-
tering in the fiber target was nearly compensated by the
adiabatic damping due to beam acceleration [22]. During
the flattop the luminosity decreases with a lifetime in the
order of 5–10 s.

After retraction of the target, a laser monitor system
(cf. next section) is activated for 2 s in the flatbottom part
of the cycle. For calibration and beam diagnostics, alter-
native cycle modes are applied, e.g. measurements at fixed
momenta with longer flattop for detector calibration, cf.
sect. 3.5.

2.4 Laser monitor system

The EDDA detector was monitored continuously by a
laser monitor system. Light pulses are generated at a rate
of 20 Hz by a nitrogen laser which drives a dye laser. This
produces light pulses with mean wavelength (λ = 425 nm)
and pulse shape characteristics similar to those generated
in the scintillators by real particles. They are fed through
individual fibers into the light guides of all scintillator ele-
ments to illuminate all photo-tubes simultaneously for an
online detector control. Pulse-to-pulse variations in laser
intensity are accounted for by normalization to photodi-
odes receiving a constant fraction of the dye laser light. In
offline analysis the laser events are used to detect long-
term gain drifts or jumps between detector calibration
runs and to deduce necessary corrections.

For very low energy ejectiles the produced light may
exceed the linear range of the PM-response. To this end,
separate laser runs are performed with the pulse intensity
being stepwise decremented by a set of calibrated opti-
cal filters. By comparison to the photodiode reference the
functional dependence of the digitized collected charge
from the PM on the light intensity is mapped out. Of-
fline these correction functions can be used to linearize
the response of all photo-tubes individually ([23,24] and
sect. 3.5).

2.5 Trigger and Data Acquisition (DAQ)

The structure and granularity of the scintillator hodoscope
reflect the signature of pp elastic scattering events, namely
i) coplanarity

|φ2 − φ1| = 180◦ (1)

and ii) kinematic correlation of scattering and recoil angle,
viz

tan θlab,1 · tan θlab,2 =
1

γ2
c.m.

, (2)

where γc.m. =
√

1 + Tp/2mpc2 denotes the Lorentz factor
of the pp center-of-mass motion as a function of beam ki-
netic energy Tp. Both conditions are used to define a fast
online trigger. The coplanarity, eq. (1), is verified by re-
quiring a coincidence of two scintillator bars just opposite
to each other with respect to the beam. Light attenuation
along the bars is taken care of by adding the readouts from
either end. The different flight and light transport times
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Fig. 5. Scatterplot of events taken with a carbon target dur-
ing acceleration. By threefold reprogramming (dotted hori-
zontal lines) of the kinematic trigger, the reduced acceptance
(solid lines) suppresses uncorrelated background that cannot
be avoided with a fixed setting (dashed lines).

as well as electronic constraints require a sufficiently wide
(70 ns) coincidence gate. Monte Carlo simulations confirm
that the width of the bars guarantees a trigger even for de-
viations of the vertex position by as much as ±1.5 cm from
the nominal COSY beam axis.

The trigger condition for elasticity, eq. (2), correlates
each semi-ring on one (e.g. left) side of the beam with one
or more on the opposite (e.g. right) side. These correla-
tions, however, depend on projectile energy Tp as well as
the transverse profile of the beam-target overlap. If the
range of rings allowed in coincidence is sufficiently wide
to be valid for the whole momentum range covered during
beam acceleration only a poor suppression of quasi-elastic
scattering in the carbon-nuclei is achieved. For this rea-
son programmable logic modules have been used to im-
plement the coincidence, such that they can be repro-
grammed within 5ms while the beam is accelerated. A
gain in trigger efficiency by a factor of two (cf. fig. 5) was
achieved by reprogramming three times during acceler-
ation, sacrificing 1% of data acquisition time. The times
when the reprogramming occurred was changed frequently
to avoid empty spots in the final excitation functions.

Data are acquired whenever the target is in the beam
or the laser system is triggered. Data are processed with
conventional CAMAC modules for timing, pulse height
and logic signals in conjunction with a VME-based event
builder. An event is written on tape when eqs. (1) and (2)
are fulfilled by at least one pair of scintillator bars and
semi-rings, respectively. In addition, each event contains
the cycle time from a COSY clock controlling the accel-
erator operation, the collected charge from all scintillator
elements and the timing signals from both ends of the
scintillator bars.

There are three additional trigger sources, namely for
PIN and SEM luminosity monitors and for the laser sys-
tem, which are merged with the main trigger. All four
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independent trigger sources are counted, together with a
10MHz clock and pulses counting the instantaneous fre-
quency νRF of the COSY cavities, in scalers which are read
out in time increments of 2.5ms. Comparing the number of
stored events with the scaler of the corresponding trigger
source yields the dead time fraction τ(p) of the data acqui-
sition system as a function of beam momentum (i.e. cycle
time) that can be corrected for in beam momentum inter-
vals as narrow as 3MeV/c (cf. sect. 3.11). Our measure-
ments were performed with time-averaged luminosities of
typically 5·1029 cm−2 s−1 and singles rates of up to 40 kHz.

3 Offline analysis

3.1 Data samples

The data were collected in two production runs of two
and three weeks, separated by half a year, with a yield of
about 15·106 and 22·106 elastic events, respectively. After
publication of the results based on the first production
run [14], small modifications were introduced in the anal-
ysis, concerning, e.g., the treatment of artefacts due to the
detector granularity have been implemented in the anal-
ysis, advanced methods to reduce non-elastic background
were developed, and a correction for radiation damage of
the CH2 target introduced. Furthermore, the multitude of
different running conditions, have allowed additional con-
sistency checks and both data sets have been (re-)analyzed
for the present work.

First, the data have been divided into 17 so-called data
samples, which have been analyzed separately. Each sam-
ple comprises typically 1.5 . . . 4·106 elastic events and con-
sists of two data sets, one taken with a CH2 target and the
other with a C target. The relative luminosity of the CH2

and C target data, measured interleaved by changing tar-
gets every few hours, was chosen online to yield about the
same statistics for proton-carbon scattering events. Each
data sample contains data

1. from only one CH2 and one C target,
2. with exactly the same trigger setting (e.g. reprogram-

ming times)
3. and the same detector and COSY-beam setup.

By treating the individual results for these samples as
separate measurements many consistency checks could be
made prior to combining them to the final results (see
sect. 3.12).

3.2 Overview

For Npp detected elastic scattering events within a solid
angle bin ∆θc.m. and a momentum bin ∆p, centered at
(p, θc.m.), the differential cross-section is given by

dσ

dΩ
(p, θc.m.) =

Npp(p, θc.m.)

∆Ω · η(p, θc.m.) · LH(p) · (1− τ(p)) . (3)

Here, LH denotes the absolute luminosity and τ the DAQ
dead time fraction for the respective momentum bin. The

detection efficiency η accounts for the elastic scattering
events discarded by the trigger or offline cuts, mainly due
to secondary reactions of scattered protons in the experi-
mental setup (sect. 3.7).

For elastic proton-proton scattering we detect two pro-
tons and a rough selection of events is based on detector
multiplicities. To this end, we subdivide the data in event
classes based on the number of hits in the scintillator el-
ements of the hodoscope and keep only those of low mul-
tiplicity. The scattering angle θc.m. is reconstructed from
the vertex position and the interception points of the two
trajectories, determined from the energies deposited in the
scintillator elements. The vertex position moves along the
target fiber during beam acceleration. Applying a kine-
matic fit, it can eventually be determined eventwise. The
corresponding concepts are described in sect. 3.5 and were
applied to measurements with both types of target fibers.

For background reduction, a combination of an event-
wise selection based on eqs. (1) and (2) and a statistical
subtraction of the carbon fiber data, normalized to the
same luminosity, is accomplished in a way that —at first
order— inelastic pp interactions are corrected for as well.
Details are given in sect. 3.6. For all excitation functions,
the relative luminosity is provided by the two luminos-
ity monitors. The determination of the absolute luminos-
ity L(p) in this experiment is not as accurate as in some
high-precision external experiments, so that we normal-
ize all excitation functions at one single momentum p to
published data (cf. sect. 3.9).

3.3 Monte Carlo simulations

Experiment and analysis are accompanied by a compre-
hensive Monte Carlo simulation including the details of
detector geometry and materials. Particles are tracked
through the detector, taking into account energy and an-
gular straggling as well as hadronic and electromagnetic
secondary interactions. Results of Monte Carlo studies en-
ter mainly threefold into the analysis:

1. Calculating the efficiency η for accepting elastic pp-
scattering events, this includes effects of the trigger as
well of all software cuts used in the analysis.

2. For modeling the contribution of inelastic pp reactions
in order to estimate the background contribution to
accepted pp-elastic events.

3. To calculate the detection efficiency of the PIN-diodes
for δ-electrons used for measuring the relative lumi-
nosity.

For electromagnetic interactions we use EGS4 [25] and
for hadronic reactions MICRES [26] or phase-space dis-
tributions as event generators. In MICRES a number of
event generators are used: To model elastic scattering
cross-sections distributions according to recent phase shift
analysis [7] are generated. Inelastic scattering of hadrons
on nucleons and nuclei for energies up to 5GeV are de-
scribed by tracking the impinging nucleon through the nu-
cleus. Secondary particles including pions and hadrons are
traced and their interactions with nucleons are described
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with known, interpolated or estimated cross-sections. Mo-
mentum, energy and charge are fully conserved. In this
intranuclear cascade the nucleon-nucleon interactions are
either quasi-elastic or inelastic, which is modeled by excit-
ing resonances, which may subsequently decay and eventu-
ally produce mesons. All nuclear resonances contributing
more than 2% to the total inelastic cross-section are taken
into account. Details of this event generator MICRES are
given elsewhere [26].

3.4 Multiplicity cuts

For a first classification of an event, a group of n hits in
adjacent scintillator bars or semi-rings is called a cluster
of size n. Due to the geometrical overlaps (cf. fig. 2) clus-
ter sizes n = 2 and 3 dominate. An event can then be
characterized by its cluster pattern (NB , NL, NR), where
NB is the multiplicity (i.e. the number) of clusters in the
layer of scintillator bars, and NL (NR) denotes the respec-
tive multiplicity for the left (right) group of semi-rings. An
ideal elastic pp event reveals the pattern (211). The ma-
jority of elastic scattering events is of this type. There
are, however, several patterns of higher cluster multiplic-
ity that originate from elastic scattering due to, e.g., sec-
ondary reactions in the scintillator hodoscope, accompa-
nying δ-electrons or random coincidences. By comparing
the CH2 and C data sets the patterns containing non-
negligible numbers of elastic events could be identified and
we kept eight patterns, namely (211), (311), (411), (221),
(212), (321), (312) and (222). For a projectile energy Tp
= 1.5 GeV, these patterns exhaust 98.4% of all triggered
events, with the ideal (211) pattern already contributing
89.2%. All other patterns are discarded.

3.5 Trajectory and vertex reconstruction

EDDA primarily detects the position of the protons on
cylinders surrounding the beam pipe. The coordinate
along the circumference R ·φ is determined from the scin-
tillator bars (with R = 16.4 cm) and the z position along
the beam by the semi-rings. The resolution can be en-
hanced considerably beyond that given by the detector
granularity by evaluating the charge-integrated photomul-
tiplier signal S of all scintillator elements, usually two,
hit by the particle. This can be related to the pathlength
within the scintillator element ∆x and to the average spe-
cific energy loss along this pathlength (dE/dx) by

S(θlab, φ) = G ·
(
dE

dx

)

·∆x . (4)

For most projectile energies and scattering angles θlab
covered in the experiment, the energy loss can be con-
sidered constant along the whole path through adjacent,
overlapping scintillator elements. In this simple case the
gain factor G describes the conversion of deposited energy
to the electronic signal and encompasses i) light trans-
portation and attenuation in the scintillator and light

guide, and ii) photomultiplier (PM) response. The former
effect introduces a dependence on the particle’s point of
incidence G(θlab, φ) which is mapped out experimentally
by pp elastic scattering data taken at fixed momentum
p = 2.7 GeV/c, where the detector acceptance is at its
maximum.

For the latter, a laser light (cf. sect. 2.4) fed into the
light guides was used to deduce corrections for long-term
gain drifts and nonlinearities close to the upper limit of
the PM’s dynamic range.

The spatial resolution in φ (θlab) can then be enhanced
beyond the granularity given by the number of scintillator
bars (semi-rings), by interpolating the point of incidence
using the pulse heights S1, S2 of neighboring scintillators
traversed by the charged particle. The ratio

Q12 =
S2/G2 − S1/G1

S2/G2 + S1/G1
(5)

varies according to eq. (4) monotonically with ∆x2−∆x1

between +1 and −1 along the interval of overlap, see fig. 2.
Details of the algorithm are given in [19]. The resolution
obtained for an ejectile is improved by a factor ≈ 5 to
δφ ≈ 1.9◦ (FWHM) and δθc.m. ≈ 1.0◦ (FWHM).

For ejectile energies below 400 MeV two corrections
are important: First, the specific energy loss dE/dx can
no longer be considered constant along the path of a parti-
cle. Assuming that the particle is an elastically scattered
proton, so that the kinetic energy is known and taking
into account the stopping power of all material in front
of the detector element under consideration a correction
can be deduced. Secondly, the amount of produced light is
affected by nonlinearities in PM response. Therefore, it is
linearized using information obtained with the laser mon-
itor system (cf. sect. 2.4). With these corrections a good
angular resolution is maintained except for the lowest en-
ergies, where systematic deviations of the reconstructed
position arises which will be treated as a systematic error.

In order to obtain the scattering angle the reaction
vertex must be known. The vertical and longitudinal po-
sition are fixed by the fiber position and are thus the same
(within a few µm) for all events. The horizontal vertex po-
sition is smeared out by the width of the COSY beam and
should be determined for each event separately. As a first
step the first moments of the vertex distribution, e.g. the
mean values (xv, yv, zv) and the horizontal width δxv are
deduced from the data, by exploiting the coplanarity of
elastically scattered protons with the beam or the kine-
matic correlation.

The vertex position xv, yv in the plane perpendicular
to the symmetry axis of the detector can be determined
from the pairs of points where the prongs intercept the
scintillator bars. Due to the coplanarity of two-body inter-
actions the projection of the line connecting the two points
into this plane must cross the vertex. The elastic scatter-
ing events are evenly distributed in φ; the coordinates xv,
yv are obtained as parameters from a fit to all events for a
given projectile momentum interval ∆p (details are given
in [27]). The method can be extended to projectile beams
tilted against the detector axis. By comparing events with
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Fig. 6. Variation of horizontal vertex parameters and vertical
beam position yv as a function of cycle time. The vertical line
shows the begin of the flattop where the beam is swept on pur-
pose horizontally over the fiber target. xv is the beam position,
δxv the beam width folded with the detector resolution, x′b the
horizontal beam angle and yv the vertical target position. The
first two points in yv show the settling of the target after it
has been moved in.

equal (θc.m. ≈ 90◦) or different (θc.m. ¿ 90◦) lab scat-
tering angles yields the directions x′b and y′b as well (cf.
fig. 6). The validity of this method was tested and ver-
ified with a beam of fixed momentum that was steered
in a controlled way horizontally (x) along the target fiber
(3.6 s < t < 4.8 s in fig. 6). The horizontal vertex position
and the tilting angles of the beam turned out to vary dur-
ing acceleration to a non negligible extent. These param-
eters, however, showed a remarkable long-term stability
over many days. Finally, the vertex position zv in beam
direction is calculated from the interception coordinates
z1, z2 in the ring layer by making use of the kinematic
relation eq. (2) with γc.m. being known from the instanta-
neous projectile momentum and tan θlab,i = R/zi, where
R is the mean radius of the semi-ring layer. This way, the

vertex coordinates xv, yv, zv are determined with an accu-
racy ± 0.5mm; the width δxv ≈ 3mm (FWHM) reflects
the horizontal beam width folded with the experimental
resolution.

With the mean vertex position and the position of the
hit in the detector known, the polar and azimuthal scat-
tering angles are calculated, taking into account the small
correction due to the tilted beam. With the reconstruction
algorithm described above, however, the horizontal vertex
position cannot be determined event-wise. To improve the
resolution of the final c.m. polar scattering angle θc.m., it
is taken from a kinematic fit, constraint by elastic scat-
tering kinematics (i.e. eqs. (1) and (2)). In the fit xv is
treated as a free parameter; its distribution is compatible
with the previous result for δxv.

For events with higher multiplicities, i.e. pattern other
than 211, the ambiguities when correlating hits from the
bar and the ring layer can be resolved almost entirely by
the time-difference of the signal read out at the down- and
up-stream sides of the scintillator bars, which yields a po-
sition information along the bar of about 5 cm resolution
(FWHM) and must match the position of the struck rings.
If ambiguities remain, the combination of hits which best
matches elastic scattering kinematics, as outlined in the
next section, is selected.

3.6 Event selection and background subtraction

For each event we have at least two (i = 1, 2) recon-
structed tracks with angles (θlab,i,φi) that are now subject
to additional cuts to separate elastic pp scattering events
from inelastic reactions or background originating from
proton-carbon reactions. For this purpose one first calcu-
lates the c.m. scattering angle using pp elastic scattering
kinematics:

θc.m.,i = 2 arctan (γc.m. tan θlab,i) . (6)

Note that φ = φlab = φc.m.. For elastic events both parti-
cles should be emitted back-to-back in the center-of-mass
system. The angular deviation α from this perfect 180◦

correlation, subsequently called the kinematic deficit, is
shown in fig. 7 for CH2 and C target data at two differ-
ent beam momenta. The kinematic deficit is used twofold:
First, for the few events with more than two prongs the
combinatorial ambiguity is removed by selecting the com-
bination with minimum α. The resulting probability dis-
tributions N(p, α) show that elastic pp events clearly
stand out on a smooth, monotonic background. A com-
parison to the distribution obtained with a pure carbon
fiber target under identical experimental conditions shows
that this background can essentially be associated with
quasi-free scattering on bound protons and inelastic p-C
interactions. A display of events more closely related to the
conditions of coplanarity, eq. (1), and elasticity, eq. (2), is
shown in fig. 8 where the elastic peak extends about two
orders of magnitude above the background. However, the
combination of those two requirements in one variable, α,
is more effective for quantitative background treatment.
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that indeed the elastic peak is at cosα = 1 as expected. Note
the logarithmic scale.

In a first step, a projectile momentum-dependent
cut α ≤ αcut(p) is applied in a way that —based on
Monte Carlo simulations and comparisons to the C tar-
get data— almost no elastic events are discarded. The
remaining events are sorted into two-dimensional arrays
NCH2

(p,θc.m.) and NC(p,θc.m.) with the option to adjust
the bin-widths ∆p and ∆θc.m. to statistical requirements.

3.6.1 Statistical background subtraction

Background subtraction is performed statistically: A fac-
tor L(p) is deduced from the normalization in the interval
αmin = αcut + 4◦ ≤ α ≤ αcut + 11◦ = αmax of the α-
distribution NCH2

(p,α) of a CH2 target data set to that
NC(p,α) of the associated C target data set, i.e.

L(p) =
NCH2

(p)|αmin≤α≤αmax

NC(p)|αmin≤α≤αmax

, (7)

where events have been integrated over all scattering an-
gles. L can be viewed as the luminosity with respect to
proton-carbon scattering of the CH2 target relative to the
C target data set. Its momentum dependence is caused
by the different COSY beam lifetimes for the two targets
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Fig. 8. Distribution of angle integrated events obtained
with a CH2 (top) and carbon (bottom) fiber target at
p = 2.25 GeV/c. Note the logarithmic scale.

due to their different thickness. L was determined for all
contributing multiplicity patterns separately, to account
for slightly modified contributions from accidental coin-
cidences caused by the luminosity difference. The back-
ground can now be subtracted statistically viz

Npp(p, θc.m.) = NCH2
(p, θc.m.)− L(p) ·NC(p, θc.m.). (8)

There are two concerns when applying this method: first,
the CH2 targets are aluminum-coated and it must be ver-
ified that p-C and p-Al reactions in this region of phase-
space are indistinguishable. This was proven by taking
data sets with plain and aluminum-coated C targets. The
carbon-subtracted pp elastic scattering yields is the same
within statistical errors. Applying the statistical subtrac-
tion scheme to C+Al and C target data sets (instead
of CH2 and C) produced results for “Npp” compatible
with zero. A second concern is that inelastic proton-proton
scattering populates the α-distribution in the region where
L is determined and will therefore systematically distort
the results. To shed light on this issue, Monte Carlo sim-
ulation were performed to mimic the effect of inelastic pp
reactions.
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3.6.2 Contributions of inelastic pp reactions

Elastic scattering exhausts at least half the pp total
cross-section in the COSY energy range. Except for
pp→ dπ+ all inelastic reactions have at least 3 particles in
the final state and therefore the probability to look like an
elastic event is expected to be small. Since these reactions
cannot be measured separately by our experiment we rely
on Monte Carlo (MC) simulations, using the available in-
formation on the respective total cross-sections. Unfortu-
nately, phase-space distributions are practically unknown
so that models have to be used in MC event generation.
For this purpose distributions either according to phase-
space or generated by MICRES, where inelastic reactions
proceed through excitation of resonances, are used.

Simulations show that the main inelastic contribution
originates from the channels pp→ pnπ+,→ ppπ+π− and
→ ppπ◦. The cuts on the cluster pattern and the corre-
lation mismatch α reduce this background to less than
1.5% of the (angle integrated) elastic yield, whereas the
corresponding number for the p-C background is up to
one order of magnitude higher; both increase with beam
momentum p.

Their simulated α-distributions are shown in fig. 9 for
the worst case, i.e. at high momenta. Both background
distributions are similar in shape. Therefore, the statis-
tical subtraction with its normalization performed in the
angular range α ≥ αcut takes care of the main part of pp
inelastic events with α ≤ αcut, too. A closer look, how-
ever, reveals differences in shape that will give rise to a
systematic background error which has been studied in
more detail.

For this purpose, NCH2
(p, θc.m.) has been numerically

composed from three contributions, namely

NCH2
= N el.

pp +N in.
pp +N

(a)
C , (9)

where the elastic contribution N el.
pp is based on our ex-

perimental results [14]. The second term is Monte Carlo
generated and the third is an experimental data sample

N
(a)
C obtained with a carbon target, properly normalized

to the observed ratio of pp to p-C events. This set is
then corrected for background with the statistical method,
eq. (8), by using a second, statistically independent car-

bon measurement N
(b)
C . From the result the term N el.

pp

used before in eq. (9) is subtracted. The remaining dif-
ference D(p, θc.m.) reflects the incorrect treatment of the
inelastic pp component N in.

pp , and turns out to be system-
atically positive, indicating that the inelastic pp contribu-
tion was insufficiently subtracted as is expected from fig. 9.
The fraction

∣
∣D/N el.

pp

∣
∣ is negligible (i.e. less than 1%) ex-

cept for the large-angle (θc.m. > 70◦) and high-momentum
(p > 2.5 GeV/c) region where the contribution may reach
about 5.5%. Because only the total cross-sections but not
the angular distributions of most inelastic pp reactions
are sufficiently well known, no attempts have been made
to correct this deviation and the maximum effect obtained
with different models is taken as a systematic uncertainty.

3.6.3 Hydrogen absorbed in carbon fibers

A close look at the distribution for events measured with
carbon fiber targets reveals a tiny peak at the locus of elas-
tic pp scattering, cf. fig. 8, which could be due to traces
of hydrogen or water absorbed in the carbon fiber. Indeed
does this peak show an angular distribution in agreement
with the expectation for elastic pp scattering. The back-
ground subtraction following eq. (8) will then reduce the
number of elastic pp events of the p-CH2 measurement
systematically wrong. A careful study of this reduction
showed that it is for all targets smaller than 0.5% and
does not vary with projectile momentum. Therefore, it
is equivalent to a reduction of the effective CH2 target
thickness and its effect cancels completely when finally all
excitation functions are normalized at one momentum to
some precise reference cross-section, cf. sect. 3.9.4.

3.6.4 Statistical errors

The statistical error associated with the background sub-

traction is roughly given by δNpp =
√

NCH2
+ L2NC

where the error of L, which is a minor contribution, has
been left out for the sake of simplicity. Thus any contri-
bution from scattering off carbon that can be eliminated
by cuts prior the subtraction procedure (eq. (8)) will re-
duce δNpp. In fig. 10 (a) the fraction of events in NCH2

attributed to the carbon-content of the target is shown.
It rises with momentum and angle from 5% up to 25%
and unfortunately is largest where scattering rates are the
lowest. Therefore, it was investigated how the statistical
method could be complemented by an event-wise classifi-
cation scheme to reduce NC prior to being subtracted. To
this end information on each event besides the measured
angles, like energy losses, can be used. When testing meth-
ods commonly employed in pattern recognition, like self-
organizing maps or artificial neural networks, we found
an approach based on so-called fuzzy-logic to be particu-
larly helpful. It allowed a large reduction of the number
of proton-carbon scattering events to be subtracted sta-
tistically as shown in fig. 10 (b), and will be discussed in
detail in the next section.
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3.6.5 Background subtraction using fuzzy-logic

So far only the information on the proton angles have been
used to identify elastic scattering events. In addition, the
EDDA detector provides energy loss information in the
bars and semi-rings and timing information from the bar
layer, which can be put into use to test their compatibility
with elastic pp-scattering events. However, quasi-elastic
scattering from nucleons in the carbon-nucleus as well as
inelastic pp reactions are not cleanly separated in these
variables, so that simple cuts are insufficient. Here, meth-
ods developed within the framework of so-called “fuzzy-
logic” [28,29] have been shown to be very powerful [30].

For each event, described by a vector q of n measured
or reconstructed quantities qi (i = 1 . . . n), we must con-
struct a decision-function d(q) to decide if it is accepted
(d(q) = 1) or not (d(q) = 0) as a candidate for an elas-
tic scattering event. When using simple cuts on one or
two-dimensional projections of q applied in sequence most
of the correlations between the observables qi are lost,
since one variable outside one cut is sufficient to discard
an event. In the fuzzy-logic approach we define for each
observable qi a so-called member-function Pi : qi 7→ [0, 1],
which maps the parameter space of qi onto the interval be-
tween zero and one. It is designed such, that events with a
high (low) probability of being elastic yield values pi close
to 1 (0). For this purpose the member function must not
be a probability in the strict sense and we use

Pi(qi) = 1− NC(qi)

NCH2
(qi)

. (10)

To obtain Pi with sufficient statistical precision, the data
are binned in qi. NC and NCH2

are the number of events
within a certain bin centered at qi for this quantity,
whereas all other quantities qj with i 6= j may have arbi-
trary values. Note, that here and in the following it will
be assumed that the CH2 and C target data samples have
been properly normalized to the same luminosity.

These member-functions are then combined to a com-
bined “probability” by the γ-operator [28,29]

P (g)(q) =

[
n∏

i=1

Pi(qi)

]1−g

·
[

1−
n∏

i=1

(1− Pi(qi))
]g

(11)

mapping the parameters space in q onto the interval [0, 1].
It features a, yet to be fixed, parameter g ∈ [0, 1], to the
effect that the γ-operator specializes to the well-known
logical AND (g = 0) or OR (g = 1) operators in the
limiting cases. By this procedure we have mapped the in-
formation contained in q to a single variable P (g) between
0 and 1.

In this experiment we used n = 5 experimental quan-
tities qi:

α: the kinematic deficit as defined in sect. 3.6;
∆φ: the difference of the azimuthal angles of the two

tracks;
∆Tz the correlation of the time-of-flight (TOF) T1−

T2 and the z-position difference in the bar layer
of the two charged tracks:

∆Tz ≡ (T1 − T2)− βc.m. (z1 − z2) , (12)

where βc.m. =
√

Tp/(2mp + Tp); this quantity
is close to zero for elastically scattered protons
as required by kinematics.

∆E1(2): The energy loss in the bar layer for the particle
scattered to the left (right) of the beam.

These were combined to two vectors q(a)= (α,∆φ,∆Tz)
and q(b)= (∆E1,∆E2). This allows us to map each

event onto a unit square spanned by P
(g)
(a) (q(a)) and

P
(g)
(b) (q(b)) as shown in fig. 11 for g = 0.5. The elas-

tic events clearly stand out in the upper-right corner

in the (P
(g)
(a) ,P

(g)
(b) )-plane, whereas reactions on carbon

—considered as background— are spread out over a larger
region. Increasing the value of g spreads out the back-
ground over a larger area, whereas a decrease does the
same to the elastic scattering events, so that g = 0.5 ap-
peared to be a good compromise.

In principle one could now define the decision func-
tion d(q(a),q(b)) by drawing a two-dimensional contour

on the P
(g)
(a) vs. P

(g)
(b) distribution. However, the signal (pp

elastic scattering) and the background (p-C reactions) do
overlap, so that any reduction of the latter will always be
accompanied by some unavoidable loss of signal. However,

in large regions of the (P
(g)
(a) ,P

(g)
(b) )-plane the losses will be

very small. This can be quantified by defining Pel., again
viz

Pel.(P
(g)
(a) , P

(g)
(b) ) ≡ 1−

NC(P
(g)
(a) , P

(g)
(b) )

NCH2
(P

(g)
(a) , P

(g)
(b) )

. (13)

If we sort the data in 20×20 bins in the (P
(g)
(a) ,P

(g)
(b) )-plane

(cf. fig. 11 (d)) we can view Pel. as a probability that an
event falling into a certain bin is from elastic scattering.
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(c) the difference attributed to pp-scattering is shown, and in (d) the “probability” Pel. as defined in eq. (13). The dashed line
shows a typical contour for accepted events based on the condition Pel. > Pcut which corresponds to a loss of 3% of elastic
events (e) while reducing the background by about 50%. The spectra shown correspond to events around p ≈ 2.1 GeV/c and
are integrated over all scattering angles.

Then, it is optimal to discard events with a low Pel., i.e.
defining a decision function:

d(q) =

{
1 for Pel.(q) ≥ Pcut ,

0 for Pel.(q) < Pcut ,
(14)

where Pcut(p, θc.m.) is to be chosen as momentum and an-
gle dependent. Since the background originating from the
carbon has been measured separately, we can now quantify
both the background reduction as well as the loss of elastic
events as a function of Pcut. In fig. 11 (e) we show a typical
example. However, this procedure is done for every bin in
(p, θc.m.) and every data sample individually. One obtains
a sizeable reduction of background events (C) for minor
losses of elastic scattering events (H). We decided to sac-
rifice 3% of the elastic scattering events, allowing for a re-
duction of the background of about 60%. A typical contour
of accepted events is shown as a dashed line in fig. 11 (d).

The events with P
(g)
(a) ≈ 0 are populated mainly by events

where the time information of the scintillator bars is am-
biguous due to multiple hits. This occurs for some elastic
events as well, so that this class had to be kept.

In order to determine Pcut(p, θc.m.) with high statis-
tical precision we determined its value for 0.3 GeV wide
momentum and 10◦ wide θc.m. bins. Its value is typically
around 0.5 and smoothly varying with the beam momen-
tum and c.m. scattering angle. When applying the cut
to the final data, its value has been interpolated for the
correct momentum and angle.

To summarize: by transferring the detector informa-
tion – by methods adopted from fuzzy-logic – to two
variables with values between 0 and 1, any event can be
mapped onto the unit square. Since the data are binned we

group the data in 400 classes according to their P
(g)
(a) and

P
(g)
(b) values. Finally we select a certain subset of these

classes by requiring that the respective Pel. is above a cer-
tain threshold Pcut, chosen to result in only a small, well-
defined loss of elastic events. This reduces the number of
events, NCH2

(p, θc.m.) and NC(p, θc.m.), entering eq. (8) to
correct for the contribution arising from carbon-contents
of the target (sect. 3.6.1). Since less events are subtracted
(figs. 10 (b) and 12) the corresponding statistical uncer-
tainty is considerably reduced (cf. fig. 13), most notably
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at high momenta and large c.m. scattering angles where
elastic cross-sections are smallest.

Since the resulting loss of elastic events is independent
of beam momentum and angle and its absolute value can
be determined with 0.5% precision (e.g. 3% ± 0.5%) this
is not offset by a large increase of the systematic uncer-
tainty. To this end, a comparison of the final cross-sections
with and without pre-selection of events using fuzzy-logic
(fig. 14) shows no systematic differences. The precise value
0.5 of the parameter g introduced in eq. (11) is not im-
portant, however, values close to 0 or 1 are to be avoided,

since either the elastic events are concentrated in only a
few classes or spread out over all classes. Then Pel. cannot
be determined with sufficient precision for each class and
the net effect on background reduction is diminished.

3.7 Detection efficiency

The probability η(p, θc.m.) that an elastic pp-scattering
event leads to a valid trigger and survives all offline cuts
was determined by Monte Carlo simulations. It uses the
available information on the vertex-distribution, beam po-
sition and angles and accounts for the electronic thresh-
olds and trigger conditions. All simulated events are then
analyzed by the same software as used for the experimen-
tal data, applying the same reconstruction algorithms and
cuts. The fraction of events passing these cuts, η(p, θc.m.),
is fairly constant between 0.94 and 0.96 and shows no
dramatic momentum dependence. The efficiency is small-
est for the lowest momenta and forward scattering and
for the highest momenta and symmetric scattering, i.e.
θlab,1 ≈ θlab,2 or θc.m. ≈ 90◦ . The main reduction is
due to secondary reactions of the ejectiles in the beam-
pipe or the detector, so that the information on one or
both protons is sufficiently distorted to be removed on
the trigger-level or by offline-cuts. The loss of 4 to 6% is
consistent with the expectation derived from the known
total hadronic cross-sections and the thickness and com-
position of matter in the detector set-up. For application,
η(p, θc.m.) is approximated by a polynomial expansion in
cos θc.m. with momentum-dependent coefficients.

3.8 Detector acceptance

To account for the acceptance limits of the EDDA detec-
tor two software cuts, on θc.m. and φ, are applied in the
analysis: The limits of the acceptance in the c.m. scat-
tering angle θc.m. is given by the requirement that both
protons are detected in the half-ring layer of the EDDA
detector. The minimum scattering angle accepted for the
final data (shown as the solid line in fig. 10) was selected
large enough to rule out elastic events to be lost due to the
extended beam-target overlap or small-angle scattering of
the ejectiles in the beampipe and the detector.

Although the EDDA detector yields full azimuthal cov-
erage a cut on φ is applied as well: For φ close to 90◦

or 270◦, events are lost on the trigger level when both
particles hit the same —left or right— half of the ring
layer. In addition the angular resolution achieved with
the semi-rings is reduced at these angles, since, close to
the readout, large variations in the light collection effi-
ciency occur. Thus, we artificially reduced the azimuthal
acceptance by selecting only events with the left particle
emitted at |φ| ≤ 76◦ and accounted for this reduced ac-
ceptance with a factor 180/152 = 1.184 ± 0.007 in the
cross-section calculation.
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3.9 Normalization

In internal target experiments the luminosity depends on
the overlap of the target density distribution with the
transverse profile of the stored beam. During accelera-
tion both the horizontal beam position and the emit-
tance —determining the beam width— vary considerably
(cf. fig. 6) and cannot be determined, e.g., from elastic
scattering data (cf. sect. 3.5), with sufficient precision.
Therefore, two electromagnetic processes with known de-
pendence on the instantaneous luminosity and beam en-
ergy were recorded concurrently with the elastic scattering
data. These are the current of secondary electrons (SEM)
emanating from the fiber target which is a function of the
energy deposit by the beam, and the rate of elastically
scattered electrons, so-called δ-electrons, in PIN-diodes
placed at 40◦ behind thin windows in the beam pipe (cf.
fig. 3). These two methods are referred to as SEM and
PIN monitors.

As will be outlined in the following sections, both
are not accurate enough to allow an absolute lumi-
nosity measurement. However, the main uncertainties
enter as multiplicative factors which are independent of
beam-momentum and can be eliminated by an absolute
normalization to high-precision reference data [31] at one
beam momentum (pref = 1.455GeV/c). The change of
the luminosity with respect to this reference momentum
is provided by the SEM and PIN monitors with high
accuracy, and will be referred to as relative luminosity
determination.

Furthermore, both monitors are sensitive to the elec-
tron contents of the target only and measure Le, i.e. the
luminosity with respect to proton-electron interactions. To
relate this to the luminosity LH for proton-proton interac-
tions, the hydrogen (ρ) and electron (ρe) densities in the

target enter, viz

LH =
ρ(p)

ρe
Le =

ρ

ρ0
(p) · ρ0

ρe
Le

︸ ︷︷ ︸

LSEM or LPIN

, (15)

where ρ0 is the hydrogen density of an unused CH2 tar-
get. The hydrogen density ρ is the weighted average over
the region of the target sampled by the COSY-beam and
therefore momentum dependent. Its value will gradually
decrease due to radiation damage in the course of the ex-
periment and will be discussed in sect. 3.9.3. For conve-
nience the factor ρ0/ρe has been included in LSEM and
LPIN, so that it is fixed by the absolute normalization and
the factor ρ

ρ0

(p), common to both monitors, is deduced

separately. A corresponding, but much smaller change in
the electron density will also be taken into account.

3.9.1 Secondary Electron Monitor (SEM)

The SEM rate is proportional to the average energy ∆E
deposited in the target fiber [32], and therfore to the re-

stricted energy loss rate
∣
∣
∣

dE
dz

∣
∣
T<Tcut

∣
∣
∣ [33], which takes into

account that energetic knock-on electrons above some en-
ergy Tcut will escape from the target and not contribute to
the energy deposit. We fix the cut-off energy to 9 keV by
requiring that the effective range of electrons equals half
the target thickness. However, any choice within a factor
of 5 yields the same energy dependence within 0.6%, but
not the same absolute value of the restricted energy loss.
Thus, we expect the current ISEM of emitted secondary
electrons, as recorded by a sensitive amperemeter [21], to
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be given by

ISEM = kSEM · LSEM(p) ·
∣
∣
∣
∣
∣

dE

dz
(p)

∣
∣
∣
∣
T<Tcut

∣
∣
∣
∣
∣
. (16)

The current is carried by the electrons emitted from the
target surface, and is dominated by electrons of very low
energy, produced by thermalization of the deposited en-
ergy. Hence, the proportionality factor kSEM should not
depend on the precise initial distribution of the electron
energies and thus the beam momentum – it will, how-
ever, be sensitive to the structure of the surface. Any local
damage of the aluminum-coating of the fiber and a result-
ing possible charge-buildup would make kSEM a function
of the position x along the fiber. Since the proton beam
moves along the target horizontally during acceleration,
this would result in an indirect dependence of kSEM on
p. Such an effect has been ruled out by comparing LSEM

to the elastic pp-scattering rate when steering the beam
across the target horizontally during the flattop (cf. fig. 6),
so that p is fixed and only x was varied.

3.9.2 δ-Electron (PIN) Monitor

Elastically scattered electrons are detected at 40◦ by
500 µm thick PIN-diodes with an area of 10 × 10 mm2.
They are mounted in pockets at φ = 0◦ and 180◦ in
the beampipe, behind thin (250 µm) aluminum windows.
The electrons are produced according to the well-known
Rosenbluth cross-section [34,35] with the simplification,
that due to the small momentum transfers (≈ 1MeV/c)
at COSY-energies the form-factors are unity. Detection
at 40◦ offers both statistical precision (dσ/dΩlab ≈
200 mb/sr) and electrons of sufficiently large energies
(0.5–1.5 MeV) to be observed with high efficiency.

The luminosity is determined in two steps: experimen-
tally the rate of scattered electrons Ne is deduced from
the singles rate in the PIN-diodes NPIN, corrected for the
rate of hadrons Nh:

Ne = NPIN −Nh . (17)

Since all electrons are stopped within the PIN-diodes or
their mounting, the rate of hadrons is determined by
looking for coincident hits in both bars and semi-rings of
the outer detector layer (cf. fig. 1) positioned behind the
respective PIN-diode when viewed from the target. We
found that 4–6% of all PIN-triggers had to be attributed
to hadrons, with the fraction linearly increasing with beam
momentum. To estimate the number of hadrons escaping
detection in the outer layer because of secondary reac-
tions or stopping, a telescope was mounted in place of
a PIN-diode in an independent measurement. The tele-
scope comprised a 5 × 5 mm2 PIN-diode followed by a
Cu-absorber, thick enough (0.7 mm) to stop all electrons,
and a 10 × 10 mm2 PIN-diode to detect the hadrons. It
could be shown that that 0.5% of all PIN triggers not ve-
toed by the outer-detector layers are due to hadrons [36]
and that this fraction is not beam momentum dependent.
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Fig. 15. Comparison of the energy deposit of δ-electrons in
the PIN-diodes with MC simulations.

Secondly, the number of electrons has to be related by
a Monte Carlo simulation to the luminosity (cf. eq. (15))

LPIN(p) =
ρ0

ρe
Ne(p) · lMC(p) , (18)

where ρ0/ρe is the ratio of free protons to electrons in
the target and lMC is the average luminosity in p-e elastic
scattering needed to produce one detected electron. The
latter is given by MC-integration of the Rosenbluth cross-
section, taking into account the exact geometry of the
PIN-diodes, all materials used for mounting and shielding,
the COSY-beam direction, location and width (sect. 3.5)
and the detection thresholds determined experimentally.
The interaction of the the electrons were modeled using
the electron-gamma shower code EGS4 [25]. In fig. 15
the shape of the the experimental energy loss spectrum is
compared to MC simulations, showing the transition from
stopped electrons at lower energies to a typical Landau-
like energy loss distribution at higher energies. Note, that
—apart from normalizing to the same number of counts—
no parameters have been adjusted using the experimental
data. The absolute energy scale was fixed by calibration
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with conversion-electrons from a 175Hf-source. The main
source of systematic errors in lMC [37] are uncertainties in

1. the target location along the beam,
2. the horizontal beam position,
3. the thickness of the aluminum window
4. and the precise size of the depleted area of the PIN-

diodes.

By taking the arithmetic mean of luminosity determined
with the PIN-diodes mounted to the left and right of
the beam, the second errors cancel and the last errors
do not contribute when looking only at changes of lMC

with beam momentum. The resulting systematic error of
LPIN(p)/LPIN(pref) increases with |p− pref | and stays be-
low 2.9% (1%) for beam momenta below (above) pref=
1.455GeV/c.

In principle an absolute luminosity could be deduced,
but its precision hinges on the knowledge of the ratio of
electrons to protons in the CH2 target. The naive estimate
of ρ0/ρe being four is changed by the aluminum coating
(≈20 µg/cm2) to about 4.7. In addition, radiation damage
(see sect. 3.9.3) reduces the number of hydrogen atoms in
the target, as outlined in the next section. The absolute
normalization to reference data agrees within 5–10% with
our estimates of ρ/ρe, consistent with the errors due to
uncertainties of the aluminum thickness, the size of the
depleted area of the PIN-diodes and the accumulated dose
of a specific target.

3.9.3 Correction for radiation damage of the target

The hydrogen density of the CH2 target decreases during
the course of the experiment. This is due to radiation-
induced cross-linking of the polypropylene polymers by
replacing two C-H bonds by a C-C bond and a H2 molecule
emanating from the target. In comparison, losses due to
hadronic interactions are negligible. The relative change
of the hydrogen density ρ, and to a lesser extent of the
electron density, with respect to an undamaged target ρ0

will be a function of the acquired dose. The dose is not de-
posited uniformly along the target, but reflects the density
distribution of the beam over the course of many COSY
machine cycles (cf. fig. 6). Finally, during the acceleration
target regions with different hydrogen density will be sam-
pled at different momenta, which needs to be corrected for.

To this end the history of each target with respect to
the acquired dose has to be closely monitored. The rate
at which dose is acquired is related to the instantaneous
luminosity LH(t), the specific energy loss of beam particles
in the target and the normalized horizontal beam profile
P (x, t), viz

dD

dt
(x, t) =

dE

dz

∣
∣
∣
∣
T<Tcut

(p(t))
k LH(t)P (x, t)

ρ(t)/ρ0
, (19)

where the constant k = 113.6Gymmmbcm/MeV encom-
passes all information on target material and dimensions
(see [38] for details). Since LH is the luminosity with ref-
erence to the hydrogen content of the target, the factor
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Fig. 16. Relative change of the hydrogen contents of CH2 tar-
gets as a function of the accumulated dose as determined from
measurements at fixed energies. The solid line is a parameter-
ization as outlined in the text (from [38]).
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Fig. 17. Average relative hydrogen density as a function of
momentum for three samples corresponding to different setups
of the COSY beam.

ρ/ρ0 corrects for the average relative hydrogen contents
sampled by the beam.

The relative change of the hydrogen content has
been determined experimentally, by observing the rela-
tive change in the yield from pp-elastic scattering with
respect to that of inelastic p-carbon reactions at constant
momentum as a function of the acquired dose, calculated
from the measured luminosity [38]. The result is shown in
fig. 16 together with a parameterization of the form

ρ

ρ0
(D) = f exp(−λ1D) + (1− f) exp(−λ2D). (20)

The loss is described by a fast process with decay constant
λ1 = (4.4± 1.3) · 10−8 Gy−1 which reduces the hydrogen
density by at most f = (5.8 ± 0.7)%, and a slow process
with decay constant λ2 = (5.67± 0.28) · 10−10 Gy−1, with
an additional scale uncertainty of λ1,2 of 11%.
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4). Only statistical errors are shown. To remove the main energy dependence, all cross-sections have been divided by the PSA
prediction of [8] (solution FA00).

For each target the luminosity was recorded for the
time of exposure to the COSY-beam and the beam profile
P (x, t) is known from the reconstructed vertex distribu-
tion (cf. sect. 3.5) and the dose can be calculated with
eq. (19) in a first approximation by assuming ρ/ρ0 = 1 to
obtain the dose distribution. Using the hydrogen density
as given by eq. (20) the dose calculation can be iterated
until self-consistency is reached.

Finally, the hydrogen density as a function of the
beam momentum during the acceleration, averaged over
the beam profile and the total time of the measurement
is calculated for each data sample. Three examples, corre-
sponding to different setups of the COSY-beam are shown.
It turned out that for about one-third of the data this
correction is not momentum dependent (dashed line in
fig. 17), because the change of beam position was small
compared to the width of the beam. For other samples
the correction amounts to typically 5–15%.

The shape of the correction factor only depends on
the setup of the COSY beam. The data samples have
been taken with three different settings, each one com-
prising roughly one-third of the data. In fig. 18 excita-
tion functions obtained with these three beam setups are
compared at two c.m. scattering angles, showing perfect
agreement within statistics. When these cross-sections are
integrated over the full detector acceptance of the detec-
tor, they agree much better than the 2.5% error corridor,
as given by the relative luminosity determination.

Note, that the PIN monitor is affected indirectly by
changes in electron density ρe of the target (cf. eq. (18)).
However, most of the electrons are attached to the carbon
and aluminum nuclei and the applied correction is smaller
by a factor of about 4.8. The SEM monitor is not affected

by cross linking, since the SEM-yield is determined by the
electron density in the aluminum coating of the target.

3.9.4 Absolute normalization

The SEM and PIN monitors record the change of the
luminosity with beam momentum very accurately. The
absolute value is obtained by normalizing the pp-elastic
scattering angular distribution at one projectile momen-
tum bin pref to precise reference data of differential cross-
sections. We use the precision measurement at pref =
1.455GeV/c (Tref = 793MeV) by Simon et al. [31], where
the absolute normalization uncertainty is given as ≤ 1%.
By numerically integrating the data points of [31] we ar-
rive at a reference cross-section,

σref = 2π

∫ 88.51◦

39.84◦
dθc.m. sin θc.m.

dσref

dΩc.m.

(θc.m.)

= 11.16± 0.02stat. ± 0.11syst. mb,

(21)

to be used for the final absolute normalization. By nu-
merically integrating the angular distribution at pref of
this experiment over the same angular range, the values of
kSEM and ρ0/ρe (eqs. (16) and (18)) are adjusted to yield
the same integrated elastic scattering cross-section σref .

The absolute normalization receives an additional sta-
tistical error from the statistical precision of the angular
distribution of our data samples at the normalization mo-
mentum pref . The procedure to minimize the influence of
this error on the final result when combining all data sam-
ples is described in sect. 3.12.
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3.9.5 Comparison of luminosity monitors

In fig. 19 the result for the integrated luminosity from
the SEM and PIN monitors are compared for one typical
data sample. The agreement is typically much better than
2.5%. The error on the luminosity derived from e-p elas-
tic scattering (PIN monitor) is dominated by systematic
uncertainties from the MC-simulations. Furthermore, be-
low 1.1 GeV/c the δ-electrons at 40◦ are so low in energy,
that they can no longer be detected by the PIN monitor.
Therefore the luminosity obtained from the SEM monitor
is used in the analysis and the PIN monitor is taken as a
consistency check and to derive an error estimate on the
relative luminosity determination. When averaged over all
data samples the two luminosity monitors give consistent
results (cf. fig. 20) and deviations stay below 1.25% within
known statistical and systematic errors. Since some sam-
ples show deviations as large as 2.5%, we use this value
as an error estimate of the systematic relative luminosity
determination. This corridor is shown in figs. 19 and 20
as dotted lines.
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Fig. 21. Total integrated luminosity for all data.

The total absolute luminosity summed over all data
samples is shown in fig. 21. The first data-taking period
covered the momentum range 1.1–3.4 GeV/c and the sec-
ond one 0.7–3.3GeV/c. The spikes close to the maximum
energy are due to the reduced ramping speed in the tran-
sition to the flattop of the accelerator cycle. Note that the
luminosity is more or less constant over the whole momen-
tum range (cf. figs. 19 and 21). This shows that the loss
of beam particles due to the fiber target is compensated
by the increase in beam current due to the rising revo-
lution frequency during acceleration. This is in line with
the finding [22,39], that the heating of the stored beam by
the fiber target is counterbalanced by the adiabatic damp-
ing of the betatron oscillations evinced as a near-constant
beam-width δxv (cf. sect. 3.5).

3.10 Beam momentum determination

The beam momentum for each scattering event is deter-
mined from the relative time t of the event with respect to
the start of the COSY-cycle. This allows to calculate the
nominal momentum p(t) of the COSY-beam based on the
mathematical model used for programming the function
generators of all components of the COSY ring, especially
the cavity’s RF and the dipole-currents.

The beam momentum only depends on the revolution
frequency ν and the closed-orbit length C of the stored
beam:

p = mpβγc = mpc

([
c

C νRF

]2

− 1

)− 1

2

. (22)

Since COSY operates on the first harmonic the revolution
frequency is equal to νRF. The RF-frequency was recorded
during data taking, and perfect agreement with its nomi-
nal value was found. Time stamps were recorded with the
data every 2.5 ms using a high-precision 20 MHz clock
(relative accuracy of 10−6). Thus, based on the ramping
speed of 1.15 MeV/c per ms, the momentum for indi-
vidual events is known better than ±1.5 MeV/c. The re-
maining uncertainty is due to the closed-orbit length C
and its possible momentum dependence. Upper limits on
its deviation from the ideal orbit length (Ci = 183.472 m)



142 The European Physical Journal A

10
-1

1

10

10 2

1 1.5 2 2.5 3

89o

79o (x2)

69o (x4)

59o (x8)

49o (x16)

39o (x32)

p (GeV/c)

dσ
/d

Ω
 (m

b/
sr

)

0.5 1 1.5 2 2.5
Tp (GeV)

Fig. 22. Excitation functions of dσ/dΩc.m. for six c.m. scat-
tering angles in comparison to SAID solutions SM94 (dotted),
SM97 (dashed) and FA00 (solid line).

were deduced from measurements of the beam positions
as a function of time at 29 locations around the ring. With
the parameters of the COSY-lattice the maximal change
in C compatible with constraints from ion-optics was de-
duced. The corresponding relative momentum deviation
is at most 3 · 10−4, i.e. less than 1 MeV/c at 3.4 GeV/c
[40]. A correction of C with respect to Ci turned out to
be negligible.

3.11 Dead-time correction

The dead-time fraction of the data-acquisition system
was typically 90% and its instantaneous value had to be
determined accurately. Using fast (20 MHz) scalers, we
recorded both the number of events read-out NR and
the number of all trigger NT (about 10 kHz) dead-time
free. The dead-time fraction is then given by τ(t) =
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Fig. 23. Collection of published data (from the database of [8]
without EDDA data of Albers et al. [14]) plotted as excitation
functions at six angles (±1◦) in comparison to phase shift pre-
dictions as in fig. 22.

(1−NR/NT ) with statistical uncertainties of less than
0.5%. Systematic errors were checked by taking data sam-
ples with data rates varying by orders of magnitude and
turned out to be negligible.

3.12 Combination of data samples and consistency
checks

All 17 data samples were analyzed separately, the rela-
tive luminosity was fixed using the SEM monitor and the
absolute cross-section normalization with respect to [31]
as described in sect. 3.9.4. These data samples are distin-
guished by at least one of the following items: the time
of the measurement, the CH2 target used, COSY-beam
parameters and trigger conditions. This allows to test for
systematic variations of the results with these parameters.
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Let us introduce the shorthand notations σi and δσi for
the differential cross-section of the i-th data sample and
its error. The compatibility of the results {σi} of n data
samples, i.e. i = 1, . . . , n, was tested by looking at the
individual contributions to the total χ2 when minimizing

χ2 =
n∑

i=1

∑

j,k

(Ni σi(θj , pk)− σj,k)2
N 2
i δσ

2(θj , pk)
(23)

by variation of the normalization factors Ni with N1 fixed
to unity. Here, the mean cross-section is then given by the
weighted mean

σj,k =
n∑

i=1

Ni σi(θj , pk)
N 2
i δσ

2(θj , pk)

/
n∑

i=1

1

N 2
i δσ

2(θj , pk)
. (24)

The Ni were treated as free parameters, so that the statis-
tical accuracy δσ2(θj , pref) at the normalization momen-
tum, dominating the absolute normalization error of the
individual data samples, do not contribute to the χ2. The
fitted values for the Ni turn out to be very close to unity,
well within the uncertainty due to δσ2(pref).

When all data samples were combined, the total χ2 per
degree of freedom was 1.03. When testing the influence of
certain aspects of the analysis on the final results, sam-
ples with the same conditions with respect to the aspect
under study were combined viz eq. (23) and renormalized
to [31] in order to increase the statistical accuracy of the
consistency check. An example is shown fig. 18 where the
dependence on the COSY-beam setup is tested, showing
consistent results within the statistical errors. No system-
atic deviation of the results from different samples could
be determined. In addition cuts applied to the data have
been varied within reasonable limits to check for possible
systematic dependencies of the final result on details of the
analysis. As an example, the value of αcut, the maximum
allowed value for the kinematic deficit, may be increased
by 3◦ without changing the results significantly, although
at the expense of increased statistical error. The change is
always much smaller than the estimated systematic error
and amounts to less than 1% for the majority of the data.

Final cross-sections are obtained by combining all 17
samples with the help of eq. (23) and renormalizing them
at pref to [31]. These data comprise a total of 37 · 106 pp
elastic scattering events.

3.13 Errors and uncertainties

The calculation of the excitation functions receives error
contributions from all factors on the right-hand side of
eq. (3). We distinguish five different kinds of errors:

1. Statistical errors, due to the number of observed counts
from CH2 and C targets as in eq. (8) with a very
small contribution from the relative luminosity L of
the carbon sample. This error ranges from 1% at small
θc.m. and small momenta to 7% at θc.m.≈ 90◦ and
large momenta reflecting the functional dependence of
dσ/dΩc.m..
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Fig. 24. Angular distributions of dσ/dΩc.m. (•: data of this
work) for ten beam momenta p in in comparison to SAID so-
lutions (cf. fig. 22).

2. Systematic errors which are treated as uncorrelated be-
tween data points adjacent in scattering angle or mo-
mentum. Here, artefacts from the reconstruction of the
scattering angles contribute. The angular resolution of
the EDDA detector is not entirely homogeneous, but
varies slightly with Q12 (cf. eq. (5)). When the data are
binned in θc.m. an uncertainty of 2.4%, usually anti-
correlated for neighboring bins, arises. Smaller contri-
butions to this uncertainty stem from the cut on the
azimuthal angle φ (0.6%) and the loss of events due to
the cut on Pel. (0.5%).

3. Systematic errors associated to undetected elastic scat-
tering events and misidentified inelastic events. This
uncertainty has a smooth dependence on scattering
angle and beam momentum. The detection efficiency,
obtained by MC methods, contributes with 1.5% while
possible contamination with inelastic events account
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Fig. 25. Comparison of the differential cross-section of [14] (open symbols) with this work (closed symbols) at two angles. To
remove the main energy dependence all cross-sections have been divided by the PSA prediction of [8] (solution FA00).

for an uncertainty increasing with beam momentum
and scattering angle from less than 1% to 5.5%. These
contributions are always smaller than the first two er-
rors combined.

4. A relative normalization error, common to all data
points at the same momentum of 2.5%, derived from
the maximum discrepancy observed in the relative lu-
minosity determination of the SEM and PIN monitors.
The statistical error of the SEM signal as well the un-
certainty in determination of the DAQ dead time are
negligible in comparison. Uncertainties in the correc-
tion ρ/ρ0, due to uncertainties in λ1,2 of eq. (20) and
the applied dose, enter only as the ratio to its value at
pref , so that its contribution is less than 0.3% for all
beam momenta.

5. An absolute normalization error common to all data of
less than 1.5%, comprising the uncertainty of σref of
eq. (21) and the statistical errors of our data at pref .

In all figures presenting the data of this work, only the
first two errors are shown, i.e. the statistical error and
an additional 2.5% systematic error. All errors are listed
in [41].

4 Experimental results

The experimental results of the present elastic pp scat-
tering experiment are the unpolarized differential cross-
sections dσ/dΩc.m. as a function of the c.m. scattering
angle θc.m. and the laboratory momentum p of the pro-
ton beam. Each differential cross-section refers to bins
∆θc.m. = 2◦ and ∆p = 25MeV/c, which were cho-
sen to have reasonable statistical precision for each data
point. We covered a beam momentum range of 0.7–
3.4GeV/c corresponding to laboratory kinetic energies
0.23–2.59 GeV and total c.m. energies

√
s = 2.0–2.9 GeV.

Since in pp elastic scattering the final-state particles are
indistinguishable and cross-sections are symmetric with
respect to θc.m. = 90◦, data are only given for the c.m.
angular range 34◦–90◦. All 2888 data points are avail-
able online through the world-wide web [41]. They may
be viewed as 28 excitation functions (cf. fig. 22 and fig. 23
for comparison) at c.m. scattering angles between 34◦ and
90◦ or 108 angular distributions (cf. fig. 24) at 108 beam
momenta between 0.7 and 3.4GeV/c. Note, that due to
kinematics the angular acceptance is reduced at very small
and very high beam momenta.

As compared to our previously published results [14],
based on a subset of the data, the momentum range is
increased from 1.1–3.3GeV/c to 0.7–3.4GeV/c and the
statistical precision increased by up to a factor of 3. In
addition, in the analysis of ref. [14] the variation of the hy-
drogen density along the target due to radiation damage
was not corrected for, this led to a systematic underesti-
mation of the cross-section by about 5% above 2GeV/c,
as displayed in fig. 25. Note, that the results from [14] are
superseded by this work and should not be used anymore.

4.1 Comparison to other data

In fig. 23 the available database on pp elastic scattering
(cf. [7,8,42–44] and references therein) is plotted for the
same angles as for the data of the present work in fig. 22.
The benefit of a consistent normalization, made possible
by measuring during acceleration in an internal experi-
ment, as well as the improved statistical accuracy is evi-
dent. Previous data scatter considerably around available
phase shift solutions (discussed in detail in sect. 5.2) partly
due to larger statistical errors, but mainly due to differ-
ences in the absolute cross-section normalization of the
various experiments. Most notably the data of Jenkins
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Fig. 26. Angular distributions at four beam momenta. Data
of this work (•) are compared to published data, where the
symbols ◦, ¤, 4, ♦, , , and correspond to data from [31,
45–49] at 1.08GeV/c, [31,45,47,50–53] at 1.45GeV/c, [54–56]
at 2GeV/c and [55–61] at 3GeV/c.

et al. [61] from the ZGS are lower by about 20% (F,
in fig. 23) and clearly disagree with our data as well as
those of [55,56]. In fig. 26 angular distributions are com-
pared at four momenta to data from other experiments.
The shapes of the differential cross-section are consistent
within quoted uncertainties, however, again absolute nor-
malizations are at variance. To show the size of this scale
difference we have renormalized our data using the proce-
dure described in sect. 3.9.4 to match the normalization of
other experiments which spanned a larger range of beam
momenta. The result is displayed in fig. 27 and shows that
the data of Kammerud et al. [55] are consistently higher
by 10%, the data of Williams et al. [56] agree, within
the sizeable uncertainties, and the data from Albrow et
al. [45] are partly compatible with our normalization. On
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measured at CERN (Albrow et al. [45]), the Argonne ZGS
(Kammerud et al. [55]), Rutherford (Williams et al. [56]),
Brookhaven (Jenkins et al. [61]), and LAMPF (Simon et al.

[31]). The smaller error bars show statistical uncertainties only
and the larger error bars contain the normalization uncertainty
added in quadrature. The dashed horizontal line shows the rel-
ative normalization error of this experiment.
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Fig. 28. Comparison to the excitation function of [50] at
θc.m. ≈ 90◦. The EDDA date have been interpolated to the
exact angle as in [50] and all cross-sections have been divided
by dσfit/dΩc.m., a smooth parameterization of the data.

the average these data tend to be larger at momenta above
about 1.5GeV/c, with the exception of the data of Jenk-
ins et al. [61] discussed earlier. The excitation function of
Garcon et al. [50] at θc.m. ≈ 90◦, measured by a similar
technique, shows the opposite trend (fig. 28) and cross-
sections are smaller by up to 2 standard deviations.

Note, that all 2888 cross-section data obtained in this
experiment share a common absolute normalization fac-
tor. In case data becomes available in the future, with a
superior method to obtain an absolute normalization, our
data could be renormalized by a common factor to be de-
termined along the same lines as described in sect. 3.9.4.
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The relative normalization uncertainty of 2.5% would not
be affected.

5 Discussion

Theoretical models of the nucleon-nucleon interaction
have been very successful in describing elastic scattering
data at energies where cross-sections of inelastic reactions
are still small. In this domain (Tp below about 0.5 GeV)
high-precision potentials, purely phenomenological or
based on the meson-exchange picture, are available (for
a review see ref. [62]). More recently effective field-theory
has entered the stage and produced results of comparable
quality, cf. refs. [63–65] and references therein. However,
in the energy region between 0.5 GeV and a few GeV little
progress has been made in recent years. In the late 80s, the
meson exchange models were extended to higher energies
by including inelastic reactions by coupling to intermedi-
ate N∆ and ∆∆ channels [66,67]. A qualitative descrip-
tion of theNN -data below 1 GeV has been achieved. How-
ever, at higher energies these models fail badly and differ-
ential cross-sections at large scattering angles are strongly
overestimated [68]. This may not be surprising since in-
elasticities at these energies will no longer be driven pre-
dominantly by the ∆(1232) resonance. Work aiming to
improve these models are currently under way [69].

On the high-energy side optical potential models and
Regge-phenomenology has been used to describe the gross
features of the unpolarized differential cross-section [61,
55]. Dimensional scaling [70] predicts cross-sections to fol-
low a s−10 behavior at large momentum transfer. Our data
are too low in momentum transfer for these models to be
strictly applicable. Nonetheless, in fig. 29 we compare our
differential cross-sections, plotted as dσ

dt vs. −t, to the pre-
diction of [70] (solid line, note that for θc.m.= 90◦ we have
s = 4m2

p − 2t), showing that we may be barely touching
the region of dimensional scaling, in agreement with [61].

The immediate benefit of the high-precision data ob-
tained in this experiment is twofold: first, its consis-
tent normalization allow for stringent tests of energy-
dependent structures, as they could arise from coupling
to an intermediate resonant state, and secondly it will
further help to consolidate phase shift parameters for the
isotriplet elastic NN-channel.

5.1 Upper limits on resonant contributions

All excitation functions show a smooth and rather struc-
tureless dependence on beam momentum. No sharp
energy-dependent structure is observed which could be
taken as evidence for a narrow resonance. Therefore, up-
per limits for the elasticities Γel/Γ of hypothetical nar-
row resonances are deduced from the smooth excitation
functions. To this end a Breit-Wigner resonance term is
introduced into the scattering matrix element of the par-
tial wave which is assumed to exhibit resonance behav-
ior. The interference between the Breit-Wigner resonance
term and the non-resonant amplitudes determines the size
of a resonance excursion in the excitation functions. The
non-resonant amplitudes represent the null-hypothesis. In
order to establish the null-hypothesis the EDDA data are
fitted by a special energy-dependent phase shift analysis
along ref. [8].

In the test calculations the hypothetical resonance
energy ER, total width Γ and resonance phase φR are
varied systematically in the range ER = 2.2–2.8 GeV,
Γ = 10–100 MeV and φR = 0◦–360◦. The hypothesis of
the existence of a resonance in a partial wave is tested
by gradually increasing the partial elastic width Γel un-
til the resonance is excluded within 99% confidence level
by a χ2-test based on the the differential cross-sections
and analyzing power data [15]. For the unknown phase
φR the value giving the largest, and thus most conser-
vative limit on Γel/Γ is chosen. Typical upper limits of
Γel/Γ for the five lowest uncoupled partial waves are 0.08
for 1S0, 0.04 for 1D2, 0.10 for 3P0, 0.03 for 3P1 and 0.05
for 3F3. For instance the

1S0 dibaryon resonance predicted
by Lomon et al. [10] at ER = 2.7 GeV with Γel/Γ = 0.1
and Γ = 50 MeV can safely be excluded. The method is
described in detail in a forthcoming paper.

It should be noted in this context that two broad
resonant structures are well known at lower energies, the
1D2-resonance at ER ≈ 2.15 GeV and the 3F3-resonance
at ER ≈ 2.17 GeV with widths of around 120 MeV.
They appear as counterclockwise circles in the Argand
diagrams of the phase shift analysis [42] of the world
data set. Especially the excitation functions of the spin-
dependent total cross-sections ∆σL and ∆σT measured at
ZGS [71,72] show marked energy-dependent structures.
These 1D2 and 3F3 resonances in the pp-system can be
interpreted conventionally by intermediate 5S2 and 5P3

N∆ states [66,73–76]. These broad resonances show up
as a rather rapid change in the shape of the angular
distribution around 1.25GeV/c (

√
s = 2.15 GeV) where

the cross-section exhibit a steep ascend (descend) at
forward (backward) angles.
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5.2 Impact on phase shift analysis

The excitation functions of the differential cross-sections
are measured over a wide momentum range from 0.7
to 3.4GeV/c. They have a great impact on the energy-
dependent phase shift analysis since they represent a pre-
cise and consistent data set of 2888 data points. Another
important fact is that the unpolarized differential cross-
sections fixes the global scale of all amplitudes and thus
enters repeatedly into the phase shift analysis through all
spin-dependent cross-sections, which are products of spin-
observables with the unpolarized cross-section.

The dotted curves in fig. 22 are phase shift solutions
SM94 of Arndt et al. [6] from summer 1994, i.e. before the
first EDDA data were available. The maximum kinetic en-
ergy of this phase shift solution was 1.6 GeV correspond-
ing to a beam momentum of 2.36GeV/c. After the publi-
cation of the first EDDA data [14] the VPI group extended
their energy-dependent phase shift analysis from 1.6 GeV
(2.36GeV/c) up to 2.5 GeV (3.3GeV/c), with the so-
lution SM97. Meanwhile an energy-dependent phase shift
solution FA00 is available up to 3.0 GeV (3.82GeV/c) lab-
oratory kinetic energy (beam momentum) [8]. The phase
shift solutions SM97 and FA00 are shown as dashed and
solid curves in figs. 22 and 24, respectively. Phase shift
predictions show an apparent oscillation both in angle and
beam momentum about the data of this work. This may be
an artefact of the current parameterization of the energy-
dependence of phase shifts. Therefore, including the data
of the present work will not only slighly modify the phase
shifts to reflect the differences to our previous results ([14]
and fig. 25) but may also allow to improve the ansatz for
the variation of the phase shift parameters with energy.
In this process a better description of the angular distri-
bution at the higher momenta should be attempted.

6 Summary

In a dedicated experiment, protons accelerated in a syn-
chrotron have been scattered off internal CH2 fiber tar-
gets during accelaration at beam momenta between 0.7
and 3.4GeV/c (Tp = 0.23 . . . 2.59 GeV). Elastic scattering
events have been identified by the EDDA detector over a
wide angular range (θc.m. = 34◦ . . . 90◦). This experimen-
tal technique allows a precise monitoring of the relative
change in luminosity with beam momentum which leads
to a consistent normalization of data taken at different mo-
menta and is therefore ideally suited to measure excitation
functions with high precision. The absolute cross-section
scale was fixed at the reference momentum 1.455GeV/c to
high-precision data from LAMPF [31]. The average com-
bined statistical and systematic error is 3.8%, it ranges
from 3% for small momenta and scattering angles to 10%
at high momenta and θc.m. = 90◦. The total absolute nor-
malization uncertainty of the complete data set is below
1.5% with an additional relative normalization uncertainty
of 2.5% common to all data points at the same beam mo-
mentum.

The wealth of new data obtained in this experiments
replaces the data reported earlier [14] and utilized im-
proved analysis methods to yield higher statistical and sys-
tematic precision, most notably at higher energies. These
data will further improve extracted phase shift parame-
ters and provide an important normalization standard for
measurements of NN reactions. The data are available via
the world-wide web [41].

The excitation-functions obtained with steps of
25MeV/c in beam momentum (or ∆

√
s ≈ 8.5 MeV) have

been applied in tests for contributions of narrow reso-
nances, like dibaryons, coupling to the elastic channel. No
evidence for any narrow (10–100 MeV) structures have
been found in the invariant mass range 2.0 . . . 2.8 GeV
covered by the experiment, ruling out a strong coupling
of such resonances —if they exist— to the elastic channel.
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